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Abstract

The study of WWW-traffic measurements has shown that different traffic characteristics can be modeled by long-tail
distributed random variables (r.v.s). In this paper we discuss the nonparametric estimation of the probability density function
of long-tailed distributions. Two nonparametric estimates, a Parzen—Rosenblatt kernel estimate and a histogram with variable
bin width called polygram, are considered. The consistency of these estimates for heavy-tailed densities is discussed. To
provide the consistency of the estimates in the metric spacthe transformation of the initial r.v. to a new r.v. distributed
on the interval [01] is proposed. Then the proposed estimates are applied to analyze real data of WWW-sessions. The latter
are characterized by the sizes of the responses and inter-response intervals as well as the sizes and durations of sub-sessions.
By these means the effectiveness of the nonparametric procedures in comparison to parametric models of the WWW-traffic
characteristics is demonstrated. © 2000 Published by Elsevier Science B.V.
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1. Introduction

Considering the rapid growth of the Internet and the effective design of the underlying IP-based transport
network, efficient data gathering and evaluation as well as a careful statistical analysis of the corresponding
random processes and random variables (r.v.s) describing the World Wide Web (WWW) traffic charac-
teristics are required. The analysis of existing measurements of WWW-traffic by statistical methods has
shown that the characteristics can often be modeled by long-tailed distributions or follow mixtures of
long-tailed distributions due to the heterogeneous sources of the information transfer (see [2,6,14,20] and
references therein).

In the last few years, estimation methods for long-tailed probability density functions (p.d.f.s) have
been developed (cf. [8]). The basic question is how to restore a long-tailed p.d.f. by empirical data of
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a limited number. First of all, standard nonparametric estimates, such as a histogram, a projection or a
Parzen—Rosenblatt (P—R) kernel estimate, cannot describe the behavior of the p.d.f. on the tail due to the
lack of information outside the closed interval determined by the range of an empirical sample. They
operate just with the empirical samples of limited size which are not representative regarding the tail.
However, for many applications it is important to know the probability of rare events. Hence, a parametric
approach has been developed to describe the tails. Among these parametric tail estimates Hill's estimate
and the kernel tail-estimates are popular (cf. [7,11]). Typically, there are not enough data to test the
parametric form of the tail with sufficient confidence. Besides, parametric tail models do not reflect the
behavior of the p.d.f. for relative small values of a r.v. The experiences of the restoration with parametric
models have shown that some models describe the tails quite good and other models are better for the
small-values area of the p.d.f. (cf. [14,20]).

Considering the mentioned difficulties, it is the aim of this paper to propose a reliable nonparametric
estimate for a long-tailed p.d.f. arising from WWW-traffic characterization. To apply a nonparametric
approach, we need only general information describing the p.d.f. We may know, e.g. that the p.d.f. is
long-tailed, continuous or bounded, etc.

For a long time the nonparametric estimation of a long-tailed p.d.f. was based on the assumption that
the p.d.f. has a compact support since all points of a fixed empirical sample are concentrated on a compact
support, e.g. on some closed interval. Regarding, for instance, a Gaussian p.d.f. we may be convinced that
95% of the points are located within the interyat: 30. Then different methods for the restoration of a
p.d.f. with compact support, such as projection and histogram estimates, have been applied to long-tailed
p.d.f.s. However, in this case there is a source of an estimation error arising from the ignored tails. In
contrast to that approach, a Parzen—Rosenblatt (P—R) estimate
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whereK (¢) is a kernel function and is a smoothing parameter (“a window width”), does not demand
the assumption of a compact support. It is defined on the whole realRaaisd may, therefore, be
applied to a long-tailed p.d.f. In the following, denotes the space of real-valued continuous functions.
Considering the P-R estimate and its basic features, the asymptotic consistency and the limit lower
bounds for the estimation of the risk in the metric spakgandC were proved in [9,10] for a smooth
p.d.f. satisfying Hoelder’s condition provided that— 0,lh — oo for I — oo. This means that
sufficiently accurate asymptotic estimates may be achieved even for a long-tailed p.d.f. The mathematical
term consistency (or convergence) means that the error of the estimation which is determined by the
metric of Ly, L, or C tends to zero in probability or almost surely (a.s.) if the sample lsipees to
infinity.

If the sample size is limited, one selects the smoothing pararhedepending on the observations
to get accurate estimates. One of these selection techniques is provided by the cross-validation method
(c.v.m.) (cf. [5]).

It is the basic statistical problem of a long-tailed p.d.f. that the spacing between the extreme order
statistics does not converge to zero. This feature is illustrated by any p.d.f. satisfying the condition
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for any x, particularly those p.d.f.s whose tails decreasexa8, « > 1. Cauchy, Pareto and Student
distributions exhibit such a behavior. This leads tothenonconsistency of the P—R estimates (cf. [15])
and, therefore, thé,- andC-nonconsistency for some long-tailed p.d.f.s i selected by the c.v.m.

In [8] the practical and theoretical importance of thgconsistency of the estimates is demonstrated.

It seems that the convergence of the estimates i.thaetric is “weaker” than in thé., andC metric.
Particularly,C-consistent estimates provide uniform reliability on the whole domain of definition. Nev-
ertheless, according to Scheffe’s theorem (cf. [3,8]) one half of traistance between two p.d.ffsand

g is equal to the total variation between two probabilities of any Borehsétf | f(x) — g()|A(dx) =
supAlfAf(x)A(dx) — jAg(x)A(dx)|, where the supremum is taken over all measurableAsetsd A is

a o-finite measure, e.g. the Lebesgue measur®hbnSince in practice we are more often interested

to estimate some probability functions, e.g. a distribution function (&#.y) = ffoof(t) dr or a tail

1— F(x)than a p.d.f.f(x), the L1-consistency cannot be ignored. In [5] the-consistency of the P-R

and histogram estimates has been proved for p.d.f.s with compact support. It was assumed that the kernel
function of (1) is bounded and has a compact supportk.@.) # 0 for x € [a,b], K(x) = O for

x ¢ [a, b], where |, b] is a closed interval, and or the bin width of a histogram have been selected by
the c.v.m. Generally, th&;-consistency is not only satisfied for a p.d.f. with compact support. It seems
that the borderline between tlig-consistency and nonconsistency of the P—R estimate corresponds to
the exponential distribution (theén— 0 in probability) (cf. [8]). This means that for a p.d.f. with lighter

tails than exponential, e.g. a Gaussian p.d.f. or any p.d.f. with compact support, thérecamsistent

P-R estimates. For a p.d.f. with heavier tails than an exponential p.d.f., a so-called heavy-tailed p.d.f.,
the L,-consistency of the P-R estimates is not guaranteed.

To provide theLi-consistency of the estimate, we use in this paper a transformation furittion
[0, 00) — [0, 1] reflecting the positive half of the real axis to the interval P This transformation
may also be extended t6 : R — [0, 1]. This idea was first proposed in [5] and later investigated
without implementation in [8]. Exploiting this concept, we propose a specific transformation function in
our paper. This functioff” transforms any long-tailed r.v. with positive values to a new one whose p.d.f.
has a compact support, namely the intervall]0 Then the estimation of the p.d.f. of this new r.v. is
provided by a P—R estimate with compact and noncompact kernels and by a polygram, i.e. a histogram
with variable bin width based on statistically equi-probable cells (cf. [17]). The inverse transformation
stretches the estimators on the tail. The visual effect is in a way similar to using a variable smoothing
parameter: this parameter is larger on the tail and smaller near the mode. Then, due to the invariance of
the L, metric regarding any monotone continuous transformation/thaccuracy of the p.d.f. of the
initial r.v. is the same as thie;-accuracy of that p.d.f. with compact support arising from the transformed
r.v. Generally, a polygram works like an adaptive P—R estimate (cf. [15]). In our paper we investigate the
accuracy of a P-R estimate and a polygram for a long-tailed p.d.f. if the new transformation function and
different smoothing methods are applied.

The paper is organized as follows. In Section 2, we present the nonparametric estimates and the
transformation of a long-tail distributed r.v. to a new r.v. whose p.d.f. has a compact support. The choice
of the smoothing parameters, ilefor the P—R estimate and the number of points in the equi-probable
cells for the polygram, by the discrepancy method is proposed. We also discuss the accuracy of these
estimates. Section 3 contains the results of a simulation study of the P-R estimates and the polygram
combined with the discrepancy and cross-validation methods as smoothing procedures. In Section 4, we
estimate the p.d.f.s arising from real data of WWW-traffic characteristics measured at the University of
Wiurzburg. We conclude with a summary of our findings.
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2. Mathematical framework of the estimation approach

We observe a sampl€’ = (x4, ..., x;) of independent observations of a r.v., e.g. the size of WWW
responses, whetedenotes the sample size. They are assumed to be distributed with thef pvgl.&nd
the d.f. F (x). For the purpose of the data analysis we use the P-R estimate with a Gaussian kernel

L) = #iex 1 (’ ‘x")z @)
B h2r & P\72\ % ’

the P—R estimate with Epanechnikov’s kernel, which has a compact support,
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where

1, >0,
@“)={o <0

and a polygram, i.e. a histogram with variable bin width

k
Jia(t) = m %)

fort € Ay (cf. [17]). Here, we assume thatis Lebesgue’s measurg(A) — 0 andk = o(l), that
X, - - -, X is the order statistics corresponding to the samland that the number of points inside
each intervaldy = [x@), x@], Az = (X@), X@20)], Az = (X0, X@w], - - . isless than or equal ta The
estimate (5) can be rewritten in the form
[1/k]-1
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where f] denotes the integer part ofe R and

[ l l
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Let us first consider the P—R estimate and its properties/ Fer oo the convergence of the P-R
estimate to the p.d.ff(x) depends on the choice af It was shown by Parzen that for a uniformly
continuousf a P—R estimate converges in the metric spgade probability if

h — 0, Ih2—>oo, [ — oo, (7)

whereas for the convergence with probability one it is sufficient that for any pogitilie series

> “exp(—uh?l) < oo (8)
=1
converges (Nadaraya’s result — cf. [18]).
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The P-R estimate converges in themetric almost surely if
h+ (™t —0 |- )

holds (cf. [8]). Since a P-R estimate is defined(ero, o0), it can be applied to restore a long-tailed
p.d.f. However, it is the main disadvantage of a P-R estimateitimtonstant and cannot be adapted
locally. Therefore, the behavior of a P-R estimate became poor for a nonsmooth and heavy-tailed
p.d.f. In [8] it was proved that for the P-R estimate with a bounded and compact kernel function
I?PPE [ | fri(x) — f(x)|dx — oo holds for/ — oo for any value ofa if [/f or (and) [ |f”| is
unlimited.

Let us now consider the polygram estimgig in (5) and its features. It61-convergence was shown
by the following Theorem (cf. [1]).

Theorem 1. For a polygramf; ; the following three assertions are equivalent:
1. f_oooo|fk,l(x) — f(x)|dx — 0in probability for any Riemann integrable p.d.f. f;
2. ff°w|fk,1(x) — f(x)|dx — Oa.s. for any Riemann integrable p.d.f. f;

k
3.k—>oo,7—>0 as ! — oo. (20)

Many authors have pointed out that histograms with equi-probable cells generally achieve better results
than those with equal-sized cells (cf. [8,17]). The asymptotic convergence rate of (5)iia thetric
reached—%/° for some f, the same as for a P-R estimate. A histogram with equal-sized cells cannot
achieve a convergence rate better thali® in L. Since histogram-type estimates are defined on closed
intervals, they cannot be applied directly to the estimation of a long-tailed p.d.f.

For a long-tailed p.d.f. the accuracy of a P-R estimate may be improved by the transformation of
the initial r.v. to a new one whose p.d.f. has a compact support. We first estimate the p.d.f. of the
transformed r.v. and apply then the inverse transformation. Such an estimation procedure is derived
from the following theoretical results. L&t : [0, co) — [0, 1] be a monotone increasing continuous
“one-to-one” transformation. The inverse transformafort and the derivative$’, (T 1)’ are assumed
to be continuous. Then the transformed sequencé @ given byY! = (y4, ..., y;), wherey, = T (x;)
holds. Letg(x) be the p.d.f. and7 (x) be the d.f. of the r.vyi. g(x) = f(T1(x))(T"1(x)) is a p.d.f.
located on [01] since(T ~%(x))’ exists and is continuous for any

If g/(x) is some estimate of this p.d.f. constructedidythen the estimate of the unknown p.dfx)
is given by

fi(x) = g(T ()T’ (x). (11)

The remarkable effect is that the estimation error in the metric spaé®invariant for any continuous
transformation (cf. [8, p. 244]):

00 1
/O Ifz(X)—f(X)|0|x=/0 |g1(x) — g(x)| dx.

An optimal transformation providing m;@fol|g,(x) — g(x)|dx in the case of the P-R estimate is
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determined by

(F(x) vz F(x) <05
T(x)= 2 1— F()\ Y2
1- <T) , F(X) > 05,

and in the case of the histogram estimat&loy) = F(x) (cf.[8]). Since the d.fF (x) is unknown, one can
construct just the estima(x) of T'(x). An application of the empirical d.#;(x) is not recommended
since the derivative of;(x) does not exist everywhere and it is zero on the intervals of constancy. The
difference betweefd;(x) andT (x) does not influence the asymptofig-accuracy. But the accuracy of
the estimation may be sensitiveTgx) if the sample size is limited. Using some parametric estimate of
F(x) causes all the difficulties of parametric tail modeling. For these reasons, we chdoge adixed
transformation

2

(14 x2)’
which does not depend on the empirical samylend satisfies fox € [0, 1) all previously mentioned
conditions about the transformation. Such a transformdfiorn) generates a boundedx) for some
heavy-tailedf (x) (see Fig. 1).

Usually, g;(x) is not a p.d.f. on [01] since a part of the distribution is located outsidel]p Taking
this issue into account, we use the estimate

g(x)
Jobgi(x) dx
instead ofg;(x). Then
fix) = (T )T (x) (13)
holds, and

T(x) = garctanx, T (x) = (12)

gi(x) =

00 1 1
/o Ifz(x)—f(x)ldXZ/O |§z(x)—g(x)|dx§/0 |g1(x) — g(x)| dx

follows, i.e. theL; risk of g; is better than that of; (cf. [8, p. 245]).

6 T T T T
A

P A | 1 s
0.2 0.4 0.6 0.8 !
-+ Exponential(1,1)
- Gamma(2)
¢ Lognormal(1,1)
* Weibull(0.5)
Cauchy

0

Fig. 1. Densities of a transformed r.v. generated by the transformation (12).
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To overcome the boundary effects, which occur if the P-R estimate is fitted to a p.d.f. with compact
support, the “mirror image” tool may be used (cf. [16]). In conclusion, the proposed algorithm to estimate
a long-tailed p.d.f. looks as follows:

1. The nonparametric estimagewhich is located on [0,1] is constructed by the transformed saitple
and normalized if it is necessary.

2. An estimate of the smoothing parameter of this estirpaigcalculated.

3. To obtain the estimate of the p.dff(x), an inverse transformation is applied (see (11) and (13)).
For the transformation (12) the P—-R estimates (3) and (4) of the transformedare determined by

1 Z[ 1/x—y 2
1 . = 1

3 ! X — Y 2
gi,z(x)zm; (1— ( A > )@(h+y,~—x), (15)

respectively, where; = (2/m) arctan(x;). By (13) we obtain after the normalization

3 V2 ! 1 /(2/7)arctanx) — y; \2
1 _ - 1
Jia(x) = Ihw3/215 ) (h) (1 + x?) ;exp( 2( N ) ; (16)

) 3 : (2/7) arctanx) — y; \°
2 _ _
fia )= 271|hl[20’1](h)(1+x2)2 <1 ( h >

i=1

2
X O (h +y - — arctan(x)) , @7
T

where
[

1 11—y i
oy =7 (‘p (Ty) —? (_%))
i=1

is the integral ofj: ,(x) on [0, 1], @ (x) = (1/v/27) [*_exp(—u?/2) du is the Gaussian d.f. and

1
;| 1= 55@+3yi(yi — 1) for h+y > 1,
3n2
13 (h):iz
o =1 N 1o X for h 1
B il1-25 or i <
3 +y( 3h2> +y

is the integral ofg?, (x) on [0, 1].

Let g.;(x) be a polygram constructed a1 by the formula (6). We get after the inverse transformation
(11) (since a normalization is not necessary):

2 2
Jra(x) = mgm <; arctar(x)) . (18)
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Let us now discuss the selection of the paramétensdk determining the accuracy of the P-R estimate
and a polygram.

The conditions (7)—(9) and Theorem 1 recommend the a priori choice (before the calculations begin)
of h andk as functions of the sample sizeThe practice shows, however, that it is better to select the
smoothing parameter depending on fixed sample points if the sample size is limited. According to the
c.v.m.h ork are chosen in cross-validated density estimation as maximum of the likelihood-like expression

1
L= l_[gli—l(yi)a (19)
i=1

whereg!_; isthe P-R estimate or a polygram based on the random saifgteluding theth observation
(cf. [B]).

Here, we seleck andk by an alternative based on the discrepancy principle, the so-aaflednd
D-methods (cf. [12,13]). It is the essence of this principle to obigior k) in the case of the?-method
from the equality

: i—05\2 1
16} = ; (G”(ym) - ) + 15 = 005 (20)
or, in the case of th®-method, from the equality
D; = max(D;", D) = 0.5, (21)
where

~ i N i—1
bj = «/ergl_ag( (f - Gh(y(i))> : Dy = «/ilrg% <Gh(y(,-)) - T) ,

andya) < yo < --- <y is the order statistics of the transformed observations. For the normalized
P—R estimate (14)

1 * 1 : X —y Vi
G} :—/ P(Odt = ——— <cb< ’)—cb ——’)
10 = 75 J, S "[10,1]<h>,§ ; (-3)

holds, for the normalized P-R estimate (15) we get

1 3 3

D x - =
1 x 342
Gh(x) = —f gl (dt = ———
12 . (h ’ 4Ih1Z, .. (h) “ 1
.M Jo o.M = X—ﬁ(##—y?), h+ oy <x.

Let [x] denote now the smallest integer larger tharfror a polygram we have

b,:ﬁ(L—E),

I+1 1

05 1
k= [<ﬁ+7) (z+1)], (22)
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provides the solution of (21). It satisfies (10) and guarantees tewnvergence for a Riemann integrable
p.d.f. The advantage is that the statist'tﬁ%and[)l are based on the observed (ungrouped) sample points.

In [12] the w?- and D-methods have been investigated empirically by computer simulation for small
samples and different distributions. Considering thedistance as loss function, they have provided
better results for P-R estimates and for nonsmooth distributions, e.g. triangle and uniform distributions,
than the c.v.m. and the same results for smooth distributions. It was proved in [19]ithasilected by

the w?-method then thé ,-risk of the estimation is the best for the p.d.f. with a bounded variation of the
kth derivative.

3. A simulation study of the estimates

Performing an experimental study presented in this section, we have compared the P-R estimates with
the compact and noncompact kernel functions (16) and (17) and a polygram (18) for different long-tailed
p.d.f.s. Regarding the selection of the smoothing parametess’ ttamd D-methods have been compared
with the c.v.m.

For the comparison we have generated samples of the known p.d.f.s

x~texp(—x)
flx) = I(s)
0, x <0

, x>0,

of a Gamma distribution with the parametet 2,

1 1
exp| —=——=(nx — 2), x>0,
folx) = ~2mox p( 202( “)
0, x <0

of a Lognormal distribution with = 1,0 = 1 and

00 s¥texp(—x*), x >0,
X) =
3 0, x <0
of a Weibull distribution withs = 0.5. The Gamma distribution is related to the light-tailed distributions,
but the Lognormal and Weibull p.d.f. are heavy-tailed.
As characteristics of the estimates, we used the loss functions

00 1
xl=/0 |ﬁ(x>—fo<x>|dx=/0 g1 (x) — go(x)| dx,

I B 2 _gfl (81(x) — go(x))?
X —/0 (fix) = fox))* dx = — i 1+[tan((n/2)x)]2dx,

x3= _Slupl|fl(xi) — foxi)l,

i=1,..,

wheref;(x), g;(x) are the estimates of the p.d.f. afiflx), go(x) are the exact models of the p.d.f. arising
from the initial and the transformed r.v. The normalized P-R estimates (14) and (15) and the polygram
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Table 1
Comparison of the estimation methods for a Gamma distribution
Method Size o x 10° P2 o2 x 10° 03 o2 x 10° h/k(o? x 10%
(16) w? 50 0.204 5.013 0.014 0.113 0.139 3.601 0.066 (3.793)
100 0.158 2.016 0.008 0.035 0.114 2.309 0.064 (3.003)
a7) w? 50 1.411 3.819 1.326 6.796 1.649 176 0.059 (4.365)
100 1.413 3.633 1.331 4.916 1.851 150 0.067 (2.866)
c.v.m. 50 1.4 3.814 1.303 6.558 1.634 169 0.03 (6.681)
100 1.398 3.454 1.298 3.99 1.826 147 0.033 (4.137)
(18) D 50 0.587 65 0.121 1.814 1.077 678 5
100 0.508 28 0.099 1.512 0.61 101 7

(6) are used ag (x). We have considered samples of the $ize50, 100 and 300. For each size we have
constructed 25 realizations. Then, we calculated the statistics

pi = ;;Xg, o? = — 1;(;(1! —p))%, n=25 j=123
Based on the latter, we have compared the accuracy of the p.d.f. estimates and of the methods for
selecting their smoothing parameters. We also calculated the rhgaasd the standard deviatierf of
the parameters andk on the basis of these 25 realizations. The values of the stdtigtiwere chosen
with an error of 2%.
Considering the results of the simulation study shown in Tables 1-3, the following observations can be
made:
1. If the sample size increases, the polygram converg¢s tfs in the metricsLq, L, andC and to f3
just in the metricd.; and L.
2. The P-R estimate (16) provides the convergengg tmd f> in Ly, L, andC and does not converge
to f3 in any metric.
3. The P-R estimate (17) convergesfiqfor c.v.m.), f> and f3 in the metricsL; and L, and does not
converge in the metri€ for both methods of smoothing.
4. The P-R estimate (16) is more accurate than a polygram and (1/)dod f, and it is worse forfs.
5. The P-R estimate (17) shows worse results than a polygram and the P—R estimate fi1&h¢of.
6. Thew?-method provides the same results as a c.v.m.

Table 2

Comparison of the estimation methods for a Lognormal distribution

Method Size  p o x 10° P2 o2 x 10° 03 o2 x 10° h/k(o? x 10%

(16) ? 50 0.337 7.956 0.022 0.1783 0.173 8.635 0.032 (0.9293)
100 0.237 6.483 0.011 0.0888 0.15 15 0.033 (1)

@a7) ? 50 1.493 3.9 1.154 3.452 1.102 133 0.035 (0.9856)
100 1.493 3.796 1.154 2.736 1.326 120 0.037 (0.7879)

c.v.m. 50 1.494 3.951 1.156 3.557 1.103 134 0.031 (6.256)

100 1.491 3.799 1.151 2,781 1.324 119 0.029 (1.564)

(18) D 50 0.579 110 0.072 0.3685 0.621 484 5

100 0.492 34 0.061 0.2429 0.298 34 7
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Table 3
Comparison of the estimation methods for a Weibull distribution
Method Size ol x 100 p o2 x 10° 03 o x 10° h/k(o? x 10%
(16) ? 50 0.498 31 0.551 442 199.1 .6B9x 10° 0.023 (1.448)
100 0.579 41 0.966 544 319.1 506 x 10° 0.011 (1.066)
17)  ? 50 0.722 1.052 0.607 3.172 199.32 .64x 1¢° 0.023 (1.422)
100 0.72 0.9683 0.599 1.691 32049 5% 10° 0.01 (0.409)
300 0.718 0.8819 0.592 0.8622 474.88 .015x 10° 0.003 (0.0266)
c.v.m. 50 0.986 527 1.406 6557 198.8 .64x 10 0.181 (430)
100 0.738 8.925 0.627 46 320.49 5% 10° 0.075 (180)
(18) D 50 0.354 13 0.385 598 185.56 .6R7x 10° 5
100 0.337 11 0.307 533 306.16 .385x 10° 7
300 0.262 8.928 0.16 22 433.07 .003x 10'° 10

It follows from the simulation study that a polygram and the P—R estimate (16) are preferable for the
application to real data if the true p.d.f. is not available. If one knows that the p.d.f. is heavy-tailed, then
a polygram is recommended.

4. Data analysis of WWW-traffic characteristics

Toillustrate the proposed nonparametric estimation approach, we have analyzed real data of WWW-traffic
measured in the Ethernet segment of the Department of Computer Science at the University of Wiirzburg
in 1997. For further details of the data gathering the readers are referred to [20].

4.1. Description of the WWW-traffic data

The data are described by a hierarchical model distinguishing a session and a page level. The first one
is characterized by sub-sessions in [20]. Consequently, the data are described by two basic characteristics
and four related r.v.s, namely, the characteristics of sub-sessions, i.e. the size of a sub-session (s.s.s.) in
bytes and the duration of a sub-session (d.s.s.) in seconds, as well as the characteristics of the transferred
WWW-pages, i.e. the size of the response (s.r.) in bytes and the inter-response time (i.r.t.) in seconds
were measured (see Table 4). The sub-session has an average sk88cf 10° byte and the average
duration of 1728 x 10°s, the variance of the s.s.s. i$64 x 102 byte and the variance of the d.s.s. is
2.71x 10’ s, minimal and maximal s.s.s. are 128 byte arf@88 x 10’ byte, minimal and maximal d.s.s.
are 2 and 958 x 10*s. The sample sizeis 373 for both samples. For simplicity of the calculations, the
data were scaled, namely, the s.s.s. was divided b0 the d.s.s. by £0

Table 4
Modeling of WWW-sessions
Level Characteristic Definition
Sub-session  Duration Time between beginning and termination of browsing a series of Web pages
Size Data volume of visited Web pages
Page Inter-response time  Time between beginning of the old and of the new transfer of pages within a sub-session

Size of response Total amount of transferred data (HTML, images, sound, etc.)
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The data of the WWW-page sizes contain the information about 7480 WWW-pages which have been
down-loaded during 14 days by several TCP/IP connections. The size of a response is defined as the sum
of the sizes of all packets which are down-loaded from a WWW-server to the client upon a request. To
perform the analysis, we have used samples with the reduced sample=si2€00 for the sizes and
inter-response times of WWW requests, which have been observed in a shorter period within these two
weeks.

The mean s.r. is.367 x 10* byte and the variance@53 x 10'° byte, the minimal and maximal s.r. are
1 x 1072 byte and 4351 x 10° byte. The mean and the variance of the i.r.t. are 73.282 dr@#i4 10*s,
the minimal and maximal i.r.t. are 0.03 an@37 x 10°s. For scaling the s.r. was divided by®ldnd the
i.rt. by 16

4.2. Results of the statistical data analysis

The statistical analysis of the underlying four r.v.s of the WWW-traffic characteristics is similar. First,
we have checked whether an exponential Hefp(f, A) = 1 — exp(—Ar) for ¢+ > 0 or a Pareto d.f.
Fp(t,a) = 1— 8t fora > 0,7 > to = 1073 (for each sample) is an appropriate model for the d.f.
of the corresponding r.v. Then we have estimated the p.d.f. of each r.v. by a P-R estimate (16) and a
polygram (18) using the smoothing methods (20) and (21).

Maximum likelihood estimates were calculated by the formulas

1L\ 1<
= (72)6,) ) o= (7;"](%) - |n(t0)>

for the exponential and the Pareto d.f., respectively, where ., x; denotes the s.s.s., d.s.s., s.I. or i.r.t.
sample. For the s.s.s. sample we obtaiked 7.795,« = 0.305, for the d.s.s. = 0.579,« = 0.161,
for the s.rax = 28.846,0 = 0.483, and for the i.r.th = 13.646,«0 = 0.344.

LetFi(t) = (1/Z)Zﬁ:1(~)(t — x;) denote the empirical d.f. In Figs. 2-5 the survival functionsH(z),
1 — Fexp(t, A) and 1— Fy(¢, o) are shown for the s.s.s., d.s.s., s.r. and i.r.t. samples. The application of
the Kolmogorov—Smirnov (K-S) test shows that no sample follows an exponential or Pareto distribution

-1

04 | —

Empirical

Exponential

Pareto

Fig. 2. Size of the sub-session sample: estimation of the survival functions.
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Fig. 3. Duration of the sub-session sample: estimation of the survival functions.
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Fig. 4. Size of the response sample: estimation of the survival functions.
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Fig. 5. Inter-response time sample: estimation of the survival functions.
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despite of the visual similarity of these models. Since the samples contain more than 100 points, the
guantiles of the K-S statistic have been estimated by the formula (cf. [4])

~ 1 .
D;(Q) = \/% ~ & with y = —1In(0.0050),

where is the confidence level. F@@ = 5, we getD;(Q) = 0.07 for! = 373 andD,(Q) = 0.043 for
[ = 1000. The values of the K-S statistic

= max{ sup (i F( )) sup <F( y ot 1)}
== 7= Flxa) ), XGi)) — :
Vi 1<i<i \! @ 1<i<I © [

that were calculated for the exponential and Paretard f) by the empirical samples are given by 0.281

and 0.229 for the s.s.s., by 0.157 and 0.344 for the d.s.s., by 0.276 and 0.217 for the s.r., and by 0.282
and 0.259 for the i.r.t., respectively. Sind®;/+/1) > D,;(Q) holds in each case, thé-hypothesis that

the empirical distribution coincides with the selected theoretical one should be rejected.

In Figs. 6-9 the polygram and the P—R estimate are presented for the s.s.s., d.s.s., s.r. and i.r.t. samples,
respectively. Each figure depicts two graphs to demonstrate better the behavior on the tails and for
small values. All graphs were constructed in the pois .. ., x). Both estimates were first applied
to the samples transformed by (12), i{e; = 2/m arctan(x;),i = 1,...,[}, and then the inverse
transformations (11) for a polygram and (13) for a P—R estimate were used. The polygrams were calculated
by the formulas (18) and (6) (applied ¢g;), the P—R estimates by (16).

The parametek of the P-R estimate was computed by #te and D-methods, i.e. by the Egs. (20)
and (21), called P-R estimate 1 and P-R estimate 2, respectively. The katu¢g5 x 1074, 8.1 x
1073,1.75 x 1074, 2.3 x 10*} are provided foi&? = 0.05 for the s.s.s., d.s.s., s.I. and i.r.t. samples,
respectively. The valugs € {3.6 x 10°3,9.5 x 1075, 2.6 x 104} are provided forD, = 0.5, for the
d.s.s., s.r. and i.r.t. samples, respectively. For si¥.siever reaches its maximum likelihood value for
anyh and we did not apply th&®-method for the s.s.s. We see that the discrepancy methodad D
select similar values df. The parametek of the polygram was only calculated by tiemethod (see
(22)).k is equal to 11 fot = 373 and 17 foi = 1000.

10 200

100 |~

035 0z 0.4 0.6 05 0.01 0.02
Size of sub-session (Bytes x 1e-07) Size of sub-session (Bytes x 1e-07)
= Polygram = Polygram
=" P-Restimate == P-Restimate

Fig. 6. Size of the sub-session sample: estimation of the probability density function.
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Duration of sub-session (Bytes x 1e-03)
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™ P-R estimate 2

10

0 0.05 0.1 0.15

0

Duration of sub-session (Bytes x 1e-03)
= Polygram
==  P-R estimate 1
P-R estimate 2

Fig. 7. Duration of the sub-session sample: estimation of the probability density function.
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Fig. 8. Size of the response sample: estimation of the probability density function.
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Fig. 9. Inter-response time sample: estimation of the probability density function.
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The P-R estimate and the polygram restore the tail of the p.d.f. in a similar manner for each considered
r.v. exceptthe s.s.s. The difference between the estimates occurs for the small values. The maximal values
of the polygram and the P—-R estimate are given by 165.049 and 48.518 for s.s.s., 14.7 and 2.277 for d.s.s.,
999.001 and 196.728 for r.s. and 98.605 and 70.557 for i.r.t., respectively. Due to the small distances
between the order statistics near zero the polygrams may have big values. The P—R estimate is smoother.
The difference became smaller for large sample sizes.

5. Conclusions

Considering the WWW-traffic characterization in the Internet, we have developed in this paper a new
statistical methodology to analyze the corresponding measurements of limited size. We have proposed
a nonparametric framework to estimate the underlying long-tailed p.d.f. of a relevant r.v. Following this
approach, we have assumed that just general information about the kind of the distribution is available. To
implement the proposed approach, a Parzen—Rosenblatt kernel estimate and a histogram with statistically
equi-probable cells, called a polygram, are selected.

To improve the behavior of the P-R estimates on the tails and td.gebnsistent estimates for
the long-tailed p.d.f., the transformation of the initial r.v. to a new one having a p.d.f. with a compact
support on the interval [L] is proposed. Its introduction allows us to apply apart from the P—R estimate
those estimates defined on a closed interval such as a histogram or projection estimates. Furthermore, an
algorithm to construcL ;-consistent estimates has been described.

From a practical point of view, we are interested in the accuracy of the estimation for empirical samples
of limited size. The reliability of the estimates is provided by the selection of smoothing parameters. In
the paper two discrepancy-type methods, i.e siheand D-method, are used to select these parameters.
They provide the estimation based on the observed ungrouped sample points. To our best knowledge,
the D-method is applied in this paper for the first time to smooth a polygram«fhand D-methods
provide a sufficient accuracy and are simpler to apply than the cross-validation method. By a simulation
study we have shown that for a heavy-tailed Weibull distribution a polygram and the P-R estimate with
a compact kernel are reliable in tihe and L, metric.

To illustrate the power of the proposed estimation approach, we have finally applied it to analyze
measurements arising from WWW-traffic. The latter were gathered at the Computer Science Department
of the University of Wirzburg. Using these real data, the p.d.f.s of relevant WWW-traffic characteristics
have been estimated. We have shown that exponential and Pareto distributions are not appropriate models
for the densities of the underlying r.v.s. It was demonstrated that the P-R estimate and a polygram work
in a similar manner on the tails and are different for small values of a r.v. if the sample size is sufficiently
small. The difference between these estimates became less for large sample sizes.

In conclusion, we have pointed out a hew effective way to cope with the thorough statistical analysis
of measured data of WWW-traffic characteristics. This sound data analysis is the first and one of the
most decisive steps towards an effective design of the IP-based transport infrastructure in the extremely
variable environment of the Internet.
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